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Resumo

Este trabalho apresenta a proposta de um modelo de Algoritmo Cultural (AC) para
realizar Composi¢do Musical Inteligente (CMI) e supervisionada, gerando trechos musi-
cais. O AC é uma meta-heuristica evolutiva baseada no processo de evolugao cultural
da humanidade. A CMI é uma técnica que utiliza meta-heuristicas para composicao de
musica automatica. Ao final do trabalho busca-se com AC uma alternativa a Evolucao
Diferencial (ED) para CMI em determinados géneros musicais fazendo uma anélise com-
parativa dos resultados de ambos os métodos. Esses resultados sao na forma de linhas

melddicas que consigam possuir caracteristicas de técnicas composicionais pré-definidas.

Palavras-chave: Algoritmos Culturais, Composicao Musical Inteligente, Evo-

lucao Diferencial



Abstract

This work proposes a model of Cultural Algorithm (CA) to perform Intelligent Music
Composition (IMC) and supervised, generating music sections. The AC is a meta-heuristic
based on evolutionary process of cultural evolution of mankind. The IMC is a technique
using meta-heuristics for automatic music composition. At the end of the work seek
to AC with an alternative to the Differential Evolution (DE) to IMC for certain gen-
res doing a comparative analysis of the results of both methods. These results are in the

form of melodic lines that can have characteristics of predefined compositional techniques.

Keywords: Cultural Algorithms, Intelligent Musical Composition, Differential

Evolution
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1 Introducao

Composi¢do Musical Inteligente (CMI) é um campo de investigacao que envolvem
pesquisadores e musicos. A implementagao de sistemas que realizam esta tarefa, incorpora
uma parte algoritmica que toma decisdes sobre quais sons/notas serdo ouvidas, quando
serdo ouvidas, por quanto tempo e quao alto (KALIAKATSOS-PAPAKOSTAS et al.,

2013). Na literatura existem trés subdivisoes da composi¢do musical inteligente:

e Composicao inteligente nao-supervisionada: Essa forma de composi¢ao musical in-
teligente é expressa por meio de regras simples que produzem saidas complexas,
imprevisiveis, mas estruturadas, um comportamento que normalmente se assemelha

a fendmenos naturais;

e Composicao inteligente supervisionada: Algoritmos inteligentes sao utilizados para
modificar os parametros envolvidos no sistema de composicao automatica, de modo

que atenda a critérios pré-definidos;

e Composicao inteligente interativa: O sistema reconhece preferéncias humanas em

tempo real e torna-se adaptado a ele, utilizando algoritmos inteligentes.

Na literatura existem vérios exemplos de trabalhos relacionados com CMI supervisi-
onada. (HORNER; GOLDBERG], 1991), aplicou um Algoritmo Genético (AG) para rea-
lizar composicao musical, no que se tornou o primeiro trabalho explorando o uso de uma
abordagem de Computacdo Evolucionaria (CE) em uma tarefa relacionada com musica.
Desde entao, um grande ntmero de artigos sobre o assunto foram publicados (GRIF-
FITH; TODD, 1999; PAPADOPOULOS; WIGGINS| 1999; MIRANDA; BILES, 2007).
Hoje, a miusica utilizando CE compreende uma grande variedade de tarefas, incluindo
a composicdo, harmonizacio, sintese de som, e improvisacdo (OZCAN; ERCAL, 2008;
DONNELLY; SHEPPARD) [2011; [FORTIER; DYNE, [2011)).

No presente trabalho, busca-se encontrar uma alternativa na CMI supervisionada. Realiza-
se uma modelagem de um Algoritmo Cultural (AC), na tentativa de se obter melhores
resultados em relagao a CMI supervisionada encontrada na literatura, em que a maioria é

modelada utilizando AGs. Para se ter como mensurar os resultados, ao final sdo realizadas
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sinteses sonoras das composicoes.

Com o resultado desse trabalho, é possivel de encontrar alternativas na composi¢ao musi-
cal tradicional. Técnicas evolutivas oferecem potencial para diminuir o esforco no trabalho
do compositor ou engenheiro de som. Busca-se encontrar formas de compor automatica-

mente melodias em diversos géneros musicais.

1.1 Composicao Musical Inteligente Supervisionada

Os sistemas que pertencem a categoria de Composicao Musical Inteligente (CMI)
supervisionada utilizam algoritmos inteligentes, a fim de obter a capacidade de compor
miusica sob algumas orientagoes que sdo chamadas de features (caracteristicas) (MANA-
RIS et al. 2007). Esses sistemas, por serem supervisionados possuem a capacidade de
criar musica com uma certa orientacao estética e estilistica, mas para isso eles incorporam

os seguintes desafios:

e Criar uma interpretacao de objetos matematicos para a musica (definicao das fun-

¢oes de adaptagao ou fitness);

e Aplicar um algoritmo inteligente para percorrer de forma ideal o espago de busca

dos objetos matematicos;

e Selecionar um conjunto apropriado de features que descrevem a miusica desejada.

A selecao de features adequadas é de vital importancia para o desempenho dos sis-
temas supervisionados (KALIAKATSOS-PAPAKOSTAS et al. 2013). Em um sentido
abstrato, essas features devem fornecer marcos para o sistema compor misicas com as
caracteristicas desejadas, mas ao mesmo tempo permitir que seja possivel a introducao
de elementos novos para a musica que estd sendo composta. A selecao de features é,
portanto, essencial para obter a base da musica que serd composta, mas nao devem de-
terminar exageradamente no resultado da composicgao.

O AC desenvolvido nesse trabalho é essencial para a selecao das features adequadas para
cada género musical composto. Ele foi desenvolvido com base na melhor estratégia encon-
trada para o algoritmo evolutivo Evolugao Diferencial, essa é uma definicao importante.

Conforme é visto durante o trabalho a codificagao da misica gerada envolve um certo ni-
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mero de variaveis inteiras, dificultando assim a utilizacao de algoritmos tradicionais como

os Algoritmos Genéticos (AGs), pois necessitam de uma codificagdo binéria e extensa.

1.2 Algoritmos Culturais

Os Algoritmos Culturais (ACs) sdo algoritmos evolucionarios baseados no processo
de evolugao cultural da humanidade (REYNOLDS| 1994; REYNOLDS; SALEEM] [2001;
REYNOLDS; PENG, 2004; REYNOLDS; PENG! 2005). Os ACs foram propostos por
Robert Reynolds em 1994 como um complemento a metafora evolutiva utilizada na com-
putacao evolutiva, metafora essa que se concentra nos aspectos genéticos da evolucao e na
teoria da selecao natural proposta por Darwin. Em contrapartida, os algoritmos culturais
baseiam-se em teorias sociais e arqueoldgicas que modelam a evolucao cultural dos povos
(BECERRA; COELLO;, 2004).
Conforme mostrado na Figura 1.1, os algoritmos culturais sao compostos por dois com-

ponentes principais: o espag¢o populacional e o espaco de crencas.

Espago de Crengas

Influéncia

Aceitagdo

Fungdo de

Selegao Adaptagéo

Variagao

Figura 1.1: O Framework do Algoritmo Cultural. Fonte:(XUE; GUO, [2007)

No espaco populacional sao representadas as caracteristicas e comportamentos dos
individuos (solugao candidata). Essa representacao pode ser feita por meio de qualquer
técnica que faga uso de uma populacao de individuos, como é o caso dos algoritmos gené-

ticos que sao algoritmos estocéasticos de busca inspirados no comportamento das espécies

na natureza (COELLO; BECERRA] 2003)).
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O espaco de crencas é o repositorio de simbolos que representam os conhecimentos ad-
quiridos pelo espaco populacional ao longo do processo evolutivo. O espaco de crencas
permite que os individuos sejam removidos da populagao sem que o conhecimento por
eles adquiridos seja perdido. O espago de crencas foi criado para guiar os individuos na
dire¢ao das melhores regides do espaco de busca (XUE; GUO, 2007).

Os protocolos de comunicacao ditam as regras sobre quais individuos podem contribuir
com conhecimentos para o espago de crengas (fun¢do de aceitagdo) e como o espago de
crengas vai influenciar a geragao de novos individuos (fungao de influéncia).

Na funcao de aceitacao sao selecionados individuos que irao influenciar o espago de cren-
cas atual. A funcdo de influéncia estabelece como o conhecimento armazenado no espago
de crencas vai interferir nos operadores do espaco populacional. Geralmente é utilizada
uma funcao de influéncia para cada tipo de conhecimento armazenado.

Com AC busca-se principalmente encontrar e modelar os conhecimentos necessarios para
criagao de CMI supervisionada, o que pode ser um grande diferencial ao que é possivel

de encontrar na literatura.

1.3 Objetivos

O objetivo geral deste trabalho é encontrar uma solucao viavel para composi¢cao mu-
sical inteligente supervisionada utilizando algoritmo cultural. Para atingi-lo é preciso

cumprir com alguns objetivos especificos:

Compreender os fundamentos teéricos de algoritmos evolutivos;

Compreender os fundamentos teéricos dos algoritmos culturais;

Levantamento bibliografico sobre as estratégias para composicao musical inteligente

e supervisionada utilizando algoritmos evolucionarios;

Levantamento bibliografico sobre as estratégias atuais utilizadas para sintese sonora

e escolher uma metodologia e ferramentas;

Implementar o algoritmo cultural para realizagao da composi¢ao musical inteligente

e supervisionada;

Realizar testes utilizando evolucao diferencial e o algoritmo cultural desenvolvido;
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e Realizar uma anélise comparativa entre o resultado de todos os testes.

O trabalho visa atribuir as tarefas que envolvem composicao musical e sintese sonora

conforme é mostrado na Figura 1.2.

Entrada da
Composi¢cao Musical

v

Composicao Musical
Inteligente e Supervisionada

v

Saida da
Composicao Musical

v

Sintese Sonora da
Musica Composta

v

/Mﬂsica Sintetizada/

Figura 1.2: Processos, Entrada e Saidas Envolvidos. Fonte: Autoria Propria

As entradas da composicao musical sao features definidas no trabalho. Essas sdo na
forma de sequéncia de notas.
Ex.: A(La),B(Si),C(Dd),F(Fa),G(Sol),C(Do).
A CMI supervisionada é na forma do AC modelado no trabalho, que traduz as entradas
e composicoes musicais.
A saida da composicao musical é na forma de sequéncia de notas codificadas em inteiro
para a entrada do sintetizador conforme o modelo definido.
Ex.: 10(L4),12(Si),1(D6),6(F4),8(Sol),1(Do).
A sintese sonora da composicao é realizada por meio de uma ferramenta para sintese
de som escolhida no trabalho que traduz a misica codificada em som, sendo possivel de

escuté-la ao final do processo.
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1.4 Estrutura do Trabalho

A base do trabalho a seguir foi obtida por meio de pesquisas bibliogréficas citadas no
texto. A construgao do trabalho é definida pelos métodos positivista (COMTEL [1868)) e
empirico (LOCKE, 1700).

O trabalho é dividido nas seguintes secoes: no segundo capitulo estao os fundamentos
tedricos dos algoritmos evolutivos relacionados com o projeto, no terceiro capitulo estao
os fundamentos tedricos da composicao musical inteligente e sintese sonora, no quarto
capitulo estd o modelo proposto para o projeto, no quinto capitulo os experimentos,

resultados e analises e no sexto capitulo esta a conclusao.
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2 Fundamentos Tedricos - Algoritmos

Evolutivos

O presente capitulo apresenta os fundamentos tedricos de trés algoritmos evolucio-
narios, com objetivo de estudar, descrever e comparar. Os algoritmos estudados foram
escolhidos conforme sua importancia para o modelo proposto, seja a titulo de compara-
¢ao ou para utilizacao na modelagem do problema. A escolha de descrever os algoritmos
genéticos é a critério de comparacao. A evolucao diferencial e o algoritmo cultural foram
modelados para o problema. A seguir sao descritos os algoritmos: algoritmos genéticos,

evolucao diferencial, algoritmos culturais.

2.1 Algoritmos Genéticos

Os Algoritmos Genéticos (AGs) sao métodos de busca estocéstica que se baseiam na
teoria da evolucdo de Charles Darwin (MITCHELL; 1996). Esses métodos operam com
conjuntos de candidatos, chamados de populacao, que sao constantemente modificados
utilizando dois principios basicos da evolucao natural das espécies: selecao e variacao.
Estes principios tentam representar a competicao onde os individuos mais aptos se repro-
duzem e repassam seu material genético as geragoes futuras, e os individuos menos aptos
tendem a desaparecer da populacao (MITCHELL; [1996)).

O termo Algoritmo Genético (AG) foi introduzido por John Holland em 1975. Os AGs
possuem: populacoes de cromossomos, selecao de acordo com a aptidao, cruzamento
para produzir novos descendentes e a mutacao aleatoria para maior variabilidade genética
(MITCHELL, 1996)).

Os cromossomos em AGs normalmente tomam a forma de sequéncias de bits. Cada locus
(local onde fica localizado um gene) no cromossomo possui dois alelos (formas alterna-
tivas de um mesmo gene) possiveis: 0 e 1 (MITCHELL; |1996). Cada cromossomo pode
ser pensado como um ponto no espaco de busca de solucoes candidatas. O AG processa
populacoes de cromossomos, substituindo sucessivamente uma populacao com a outra. O

AG na maioria das vezes requer uma fun¢ao de fitness que atribui uma pontuacao (fit-
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ness) para cada cromossomo na populagao atual. A aptidao de um cromossomo depende

de quao bem o cromossomo resolve o problema.

Inicia

Geragdo da Populagdo Inicial

v

Avaliagdo do Fitness  jef————

Selegéo

¥

Crossover

v

Mutagdo

Critério de Parada?

Finaliza

Figura 2.1: Fluxograma do Algoritmo Genético. Fonte: Autoria Propria

Na Figura 2.1 é representado o fluxograma de um AG. Nas se¢oes seguintes sao des-

critas cada etapa do algoritmo.

e Representacao dos Cromossomos: O algoritmo em sua forma mais simples representa
cada cromossomo como uma cadeia de bits. Normalmente, os parametros numeéricos
podem ser representados por nimeros inteiros, embora seja possivel a utilizacao de

representagoes continuas (WHITLEY], [1994).

e Inicializagao da Populagao: Inicialmente muitas possiveis solucoes sao geradas ale-
atoriamente para formar a populacao inicial. O tamanho da populacao depende
da natureza do problema. Tradicionalmente a populacao é gerada randomicamente,
permitindo toda a gama de possiveis solu¢oes. Ocasionalmente, por exemplo, em, as
solugoes podem ser estrategicamente colocadas em &reas onde as melhores solugoes

possam ser encontradas (WHITLEY) 1994)).
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e Avaliacao do Fitness: A funcao fitness é definida sobre a representacao genética e
mede a qualidade da solucao representada. A funcao de fitness varia conforme o
problema. A adaptacao de cada solucao na populagao é avaliada por meio da funcao
de fitness a cada geragao do algoritmo, os melhores individuos sao selecionados para
a proxima geragao (WHITLEY), [1994). A avaliacao é o célculo da fungao de fitness,

que por sua vez é a minimizac¢ao ou maximizagao da chamada fungao objetivo.

e Selecao: A partir da medicao da fungao de fitness, nessa etapa sao selecionados cro-
mossomos na populagao para a reproducao. Quanto melhor o cromossomo, melhor

sdo as chances dele ser selecionado para se reproduzir (WHITLEY], (1994).

e Crossover: Este operador escolhe aleatoriamente um locus entre dois cromossomos e
troca os subsequentes antes e depois daquele locus, entre dois cromossomos para criar
dois filhos (WHITLEY] 1994). Por exemplo, nas cadeias de 10000100 e 11111111 se
for escolhido o terceiro locus ir& gerar apos o crossover os seguintes filhos: 10011111
e 11100100. O operador de crossover imita a recombinacao biolégica entre dois

organismos haploides (cromossomo 1nico).

e Mutacao: Este operador vira aleatoriamente alguns dos bits em um cromossomo
(WHITLEY), 1994). Por exemplo, a cadeia 00000100 pode sofrer mutacao na sua
segunda posicao, para se obter 01000100. A mutacgao pode ocorrer em cada posi¢ao
de bit de uma cadeia com alguma probabilidade, geralmente muito pequeno (por

exemplo, 0.001).

Os algoritmos genéticos sao eficientes quando se manipula codificacoes inteiras trans-
formando para binario. Porém para essa modelagem a codificagao binaria é inviavel,
necessitando assim encontrar uma alternativa aos algoritmos genéticos que utilize codifi-

cagao com valores reais.

2.2 Evolucao Diferencial

A Evolugao Diferencial (ED) é um método que otimiza um problema de maneira ite-
rativa tentando melhorar possiveis solugoes em relacao a uma determinada medida de
qualidade (STORN; PRICE, [1995). No entanto, igualmente aos AGs, a ED nao garante

que uma solucao ideal seja sempre encontrada. O principal diferencial da ED para os
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AGs ¢é a utilidade em fung¢des multidimensionais com valores reais (ou continuos), que se
obtém um desempenho muito superior (VESTERSTROM; THOMSEN| 2004).

A ED & um método criado originalmente por Storn e Price em 1995 (STORN; PRICE,
1995). Esse algoritmo trabalha com candidatos a solu¢es chamados agentes. Esses agen-
tes sao vetores com variaveis reais que sao movimentados no espaco de busca, utilizando
formulas matemaéticas para combinar as posi¢oes dos agentes existentes na populagao
(QIN et al., 2009). Se a nova posicao de um agente é uma melhoria aceita, ele passa a
fazer parte da populacao, caso contrario, a nova posicao ¢ simplesmente descartada. O

processo é repetido até que se encontre uma solucao ao menos satisfatoria.

Geragdo da Populagéo Inicial

v

Avaliagdo do Fitness

v

4)< Para cada \etor Alvo >(7

Geragdo de Novo Vetor

v

Avaliagéo de Fitness do Novo Vetor

v

Selegdo do Melhor Wetor entre o Novo Vetor e o Vetor Alvo

v

Atualizagdo do Melhor vetor Global

Critério de Parada?

Finaliza

Figura 2.2: Fluxograma da Evolucdo Diferencial. Fonte: Autoria Propria

Na Figura 2.2 é representado o fluxograma de um ED. Ele se comporta de forma
semelhante aos AGs. Porém existe o diferencial de que os individuos (ou agentes) sao
vetores, onde cada vetor é uma posicao no espaco de busca. Essas posicoes sao afetadas
conforme os individuos sao substituidos por melhores.

Por consequéncia do desempenho eficiente da ED para explorar o espaco de busca e
também por utilizar varidveis reais ao invés da codificagao binaria, no desenvolvimento

do trabalho foi utilizado ED como alternativa aos AGs tradicionais.
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2.3 Algoritmos Culturais

Os Algoritmos Culturais (AC) consistem de uma populacao social e um espaco de
crengas (REYNOLDS, [1994). Individuos selecionados de um espaco populacional contri-
buem com o conhecimento cultural por meio da funcao de aceitagao. O conhecimento
cultural estd inserido no espaco de crencas onde é armazenado e atualizado baseado em
experiéncias individuais e seus sucessos e falhas. Desta forma, o conhecimento cultural
controla a evolucao da populagao por meio da funcao de influéncia. Um AC assim es-
tabelece um framework que acumula e comunica conhecimento para permitir adaptacao

propria quanto ao espaco populacional e ao espaco de crencas.

Inicia

Y

Geragéo da Populago Inicial

Avaliagdo do Fitness

Y

—)l Fungio de Aceitagdo I—)l Conhecimentos

A
| Gerag&o do Espago de Crengas

A

Repositério

Fungdo de Influéncia

Critério de Parada?

Finaliza

Figura 2.3: Fluxograma do Algoritmo Cultural. Fonte: Autoria Prépria

Na Figura 2.3 é demonstrado o fluxograma do AC tradicional. O AC tradicional é
basicamente um AG com um espago de crencas que influencia (fungdo de influéncia) na
evolucao e ¢é influenciado (funcao de aceitacao) pela evolugao.

Para a criacao do espaco de crencas existem conhecimentos que sao pré-definidos ou
obtidos durante a evolucao. ApoOs a criagao das crencas elas sao armazenadas em um
repositorio de crencas que influenciam na evolucao a cada geracgao.

Nas secoes seguintes sao descritos todos os conhecimentos utilizados nos ACs.
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2.3.1 Espaco de Crencas

Para os problemas de otimizacao, o espacgo de crencas é modificado para conter diver-
sos tipos de conhecimentos obtidos durante a evolucao, que é usado em geracoes sucessivas
para criar melhores individuos. Existem pelo menos cinco categorias basicas do conheci-
mento cultural que sao importantes no espaco de crencas de qualquer modelo de evolucao

cultural: normativo, situacional, topografico, historico ou temporal e dominio do conhe-

cimento (SRINIVASAN; RAMAKRISHNAN| 2012b).

2.3.1.1 Conhecimento Normativo

O Conhecimento Normativo (CN) contém os atributos (varidveis do problema) e os
possiveis valores que esses atributos podem tomar. Estas informagoes sao recolhidas a
partir da funcao de aceitagdo ou conhecimentos pré-definidos. A fonte do conhecimento
normativo é usada para armazenar valores maximos e minimos para os atributos numé-
ricos. Para cada atributo nominal ou discreto, uma lista separada armazena possiveis
valores que os atributos podem tomar. O conhecimento normativo é atualizado a par-
tir da fungdo de aceitacdo e utilizado pelos agentes durante a mutacao (SRINIVASAN;
RAMAKRISHNAN] 2012D).

2.3.1.2 Conhecimento Situacional

O Conhecimento Situacional (CS) consiste no melhor exemplar encontrado ao longo
do processo evolutivo. Ele representa um lider para os outros individuos a seguir. Desta
forma, os agentes usam o exemplo, em vez de um individuo escolhido aleatoriamente para
a recombinacao. Este conhecimento pode ser atualizado por meio do armazenamento dos
melhores exemplos no fim de cada geracao. Entao sao usados estes exemplos para a esco-
lha de individuos para a reproducao. Além disso, o usuério pode especificar esquemas de
condicoes para certos atributos que podem ser utilizados para a busca de individuos seme-
lhantes ou diferentes que seja de interesse do usuéario (SRINIVASAN; RAMAKRISHNAN]|
2012b).
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2.3.1.3 Conhecimento Topografico

O Conhecimento Topografico (CT) é uma estratégia para manter a diversidade, princi-
palmente em sistemas evolutivos multiobjetivos. O CT é utilizado para manter as solucoes
distribuidas uniformemente no conjunto 6timo de Pareto (quando nao é possivel de melho-
rar a situacao), em vez de reunir solu¢oes em apenas uma pequena regiao. Acasalamento

restrito, em que o acasalamento é permitido somente quando a distancia entre os dois pais

é grande o suficiente (SRINIVASAN; RAMAKRISHNAN] 2012c).

2.3.1.4 Dominio do Conhecimento

O dominio do conhecimento (DC) contém o vetor de valores de métricas para cada
conhecimento. Individuos produzidos sao avaliados no final de cada geracao e o vetor de
fitness calculado. O DC é atualizado com estes vetores de fitness. Os vetores de fitness
em DC sao comparados uns com os outros usando estratégia de otimizagao de Pareto para
escolher os individuos de elite no fim de cada geracao. Os individuos de elite, assim esco-
lhidos sd@o armazenados no conhecimento historico (SRINIVASAN; RAMAKRISHNAN]|
2012c¢)).

2.3.1.5 Conhecimento Historico

O Conhecimento Historico (CH) registra em uma lista os melhores individuos, e sao
atualizados no final de cada geracao. Algoritmos evolutivos sao conhecidos por utilizar
menos memoria, uma vez que nao retém memoria das geragoes anteriores. No entanto
tentativas foram feitas para manter os individuos de elite em cada geracao como uma
populacao elite separada, tendo-se o maximo de memoria possivel para os algoritmos
evolucionarios. O algoritmo cultural utiliza a memoria para a estratégia evolutiva de uma
forma sistematica, utilizando as diferentes fontes de conhecimento. CH pode ser usado

para armazenar os individuos de elite de cada geracao, mantendo assim a memoria por

meio das geragoes (SRINIVASAN; RAMAKRISHNAN] 2012c).
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2.3.2 Funcao de Influéncia

A Fungao de Influéncia (FI) decide quais fontes de conhecimento vao influenciar os in-
dividuos (SRINIVASAN:; RAMAKRISHNAN]| [2012b)). A selecao é feita, por exemplo, pela
roleta com base no desempenho das fontes de conhecimento nas geracoes anteriormente

usadas.

2.3.3 Funcao de Aceitacao

A Fungao de Aceitacao (FA) determina o que os individuos e seus comportamentos
podem afetar no espago de crengas (SRINIVASAN; RAMAKRISHNAN| 2012¢). Com base
em parametros selecionados, por exemplo, uma porcentagem dos melhores desempenhos

sao aceitos.

2.3.4 Levantamento Bibliografico

Foram levantados alguns trabalhos sobre ACs. Nao foi possivel encontrar na litera-
tura nenhum AC aplicado na geracao de composicao musical inteligente. Porém foram
selecionados 14 que tinham informacgoes pertinentes para auxilio em futuras decisoes. No
caso, foi realizada uma comparacao entre os conhecimentos utilizados em cada um dos
trabalhos. Na tabela a seguir sao descritos os conhecimentos na seguinte ordem: Co-
nhecimento Normativo (CN), Conhecimento Situacional (CS), Conhecimento Topogréfico

(CT), Dominio do Conhecimento (DC) e Conhecimento Historico (CH).

Conforme verificado na Tabela 2.1 é possivel perceber uma tendéncia em se utilizar
apenas o CN e o CS, isso ocorre provavelmente por serem os principais conhecimentos
dentro do espaco de crengas de um AC. E dentre todos os trabalhos levantados apenas
o trabalho de Becerra e Coello (2004) possuia uma pesquisa aprofundada na parte dos
conhecimentos, tendo comprovada e demonstrada toda a modelagem matematica dos
cinco conhecimentos. Este por sua vez é estudado mais a fundo e aproveitado para guiar

nas decisoes deste trabalho.
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Tabela 2.1: Conhecimentos Encontrados nos Artigos sobre Algoritmo Cultural

Artigos CN (O] CcT DC CH
BECERRA; COELLO, [2004 X X X X X
HO; TAY), [2004 - - - X -
BECERRA; COELLO, [2005 - X - X -
XUE; GUO, 2007 X X X X X
RODRIGUES) 2007 X X - - -
COELHO et al. 2009 X X - - -
GUO; LIU, [2011 X X B} B} B}
MATHIYALAGAN et al., [2011 X X - - -
HE; XU, 2011 X X - - -
BHATTACHARYA et al.l 2012 X X - - -
SRINIVASAN; RAMAKRISHNAN] [2012a) X X X X X
SRINIVASAN; RAMAKRISHNAN] 2012b X X X X X
HOCHREITER; WALDHAUSER|, 2014 X X - - -
KHAN et all 2014 X X - - -
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3 Fundamentos Teéricos - Composicao Musical

Inteligente

O presente capitulo apresenta a fundamentacao teédrica sobre a Composicao Musical

Inteligente (CMI).

3.1 Composicao Musical Inteligente

Para introduzir o assunto da CMI, se fazem necessérios conhecimentos basicos de
notacao musical e de teoria musical. As secOes seguintes descrevem brevemente esses fun-
damentos musicais.

Melodia, ritmo e harmonia sao considerados na literatura como os trés elementos funda-
mentais da misica (WHITEL 1976)).

Melodia é uma sucessao de sons e siléncios coerentes, que se desenvolve em uma sequéncia
linear (RANDEL, 2003). Pode ser considerada também o primeiro plano de uma musica.
Ritmo é um movimento marcado pela sucessao regulada de elementos fortes ou fracos
(RANDEL! [2003). Pode ser considerado na miisica como a batida ou marcac¢ao do tempo
musical.

Harmonia é o uso de notas, ou acordes (combinagao de trés ou mais notas) simultaneos. O
estudo da harmonia envolve a construcao de acordes, progressoes de acordes e seus prin-
cipios (RANDEL! [2003). Diz-se que harmonia é o aspecto vertical da mtsica, enquanto a
melodia é o aspecto horizontal (RANDEL] 2003).

A pesquisa visa realizar composicao musical de melodia, deixando ritmo e harmonia para

trabalhos futuros.

3.1.0.1 Notas Musicais

Na miusica ocidental as notas musicais sdo nomeadas da seguinte forma: D¢ (C),
Ré (D), Mi (E), Fa (F), Sol (G), La (A) e Si (B). Cada nota representa uma faixa de

frequéncias, sendo que as frequéncia baixas realizam sons graves e as frequéncias altas



3.1 Composicao Musical Inteligente 27

realizam sons agudos.

3.1.0.2 Acidentes Musicais

Além das notas musicais basicas, podem ser criadas notas intermedidrias que sao
necessarias para se completar todo o conjunto de notas. Para a notacao dessas notas
intermediarias sdo utilizados os acidentes musicais (descrito na Figura 3.1). A distancia
padrao entre duas notas é chamada de tom e a menor distancia entre duas notas é chamado
de semitom, logo, dois semitons fazem um tom. Um tempo sem som é chamado de pausa.

Notas e pausas tem um tamanho (uma duragao no tempo).

Sustenido: aumenta a nota em
meio Tom (Semitom)

Dobrado Sustenido: aumenta a nota
emumTom

Bemdl: diminui a nota em
meio Tom (Semitom)

emumTom

Bequadro: torna a nota ao seu
estado Natural (sem a acao
dos demais acidentes)

Dobrado Bemdl: diminui a nota

Figura 3.1: Acidentes Musicais. Fonte:(HEUSSENSTAMM] (1987)

3.1.0.3 Duracoes Musicais

Conforme descrito na Figura 3.2, existem sete duragoes de tempo diferentes (de 1, que
corresponde ao maior tempo, até 1/64), cada duragido tem o dobro do tempo da seguinte.
Seus nomes: semibreve, minima, seminima, colcheia, semicolcheia, fusa, semifusa.

A A
) L

4 1/8 1/18 1/32  1/64

-

0

AN
Ll 1N

o

Figura 3.2: Duragoes Musicais. Fonte:(HEUSSENSTAMM| [1987)
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3.1.0.4 Representacoes Musicais

Uma peca de miusica pode ser representada de varias formas: por partituras, por
tablaturas, por cifras (A-G), por nimeros (1-88) correspondendo as notas de um piano,
por frequéncias das notas. Além de sistemas de codificacao para se gravar ou reproduzir

uma musica em um computador, tais como, MIDI, WAVE, MP3, entre outros.

3.2 Composicao Musical Inteligente Supervisionada

Composigao Musical Inteligente (CMI) supervisionada é realizada por meio de um mo-
delo que ¢é construido por um programador compositor (KALIAKATSOS-PAPAKOSTAS
et al., 2013). Esse modelo pode incorporar um conjunto de parametros que definem o estilo
da composicao. Nesse modelo é importante que a combinacao correta desses parametros
seja definida para a criagao automaética da misica, entao poderé exibir certas caracteristi-
cas (features) e valores estéticos. Conforme a pesquisa realizada em CMI supervisionada,
pode-se dividir os trabalhos relacionados em dois grupos: Algoritmos Genéticos (AG) e
Programacao Genética (PG). Pois foram encontrados apenas esses dois tipos de algoritmos

para CMI supervisionada.

3.2.0.5 Algoritmos Genéticos Aplicados na Composicao Musical Inteligente

A utilizacao de AGs é uma das formas de providenciar valores adequados para os pa-
rametros musicais, dando uma medida qualitativa do que se busca na musica produzida.
Assim, os problemas do programador compositor estao relacionados nao somente com a
formulacao de um modelo paramétrico adequado, mas também para a formalizacao de
medidas que descrevem com precisao o estilo de musica alvo.

O AG por ser inspirado na evolugao natural e atuar de forma iterativa é classificado por
inicialmente tentar adivinhar um conjunto de solugoes aleatérias para posteriormente en-
contrar uma solucdo adequada apods varias geracoes. A nogao fundamental no AG é a
descricao precisa e informativa do que é uma solucao 6tima. No caso das CMI supervisi-
onadas é preciso indicar corretamente quais atributos a musica composta deve abranger.
Entre os primeiros trabalhos para CMI supervisionada utilizando critérios musicais obje-

tivos para atribuicao das avaliacoes de aptidao esté o trabalho de Papadopoulos e Wiggins
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(1999). Nesse trabalho, foi desenvolvido um sistema que compunha solos de jazz durante
uma determinada progressao de acordes. As solucoes para o problema eram as melodias
em si, especificamente pares de altura/duracdo, e apés uma inicializagdo aleatéria, no
AG foram aplicados alguns operadores genéticos com sentidos musicais, sendo possivel
assim novas geracgoes com melodias solu¢oes (PAPADOPOULOS; WIGGINS; 1999)). O
processo de avaliacao da solucao de cada candidato foi baseado em oito indicadores de
avaliacao, emprestado da teoria musical. Apods este primeiro trabalho, tiveram diversos
outros projetos que se utilizaram AGs para criacdo de CMI supervisionada (GRIFFITH;
TODD, 1999; ALFONSECA et al.l 2006; MIRANDA: BILES, [2007; (OZCAN; ERCAL,
2008; DONNELLY; SHEPPARD, [2011; FORTIER; DYNE, [2011)).

3.2.0.6 Programacgao Genética Aplicada na Composicao Musical Inteligente

A Programacao Genética (PG) funciona sob o mesmo principio evolutivo do AG,
tendo inicialmente solugoes aleatoria evoluindo até chegar na solucao 6tima. A diferenca
entre PG e AG esta na formulacao do problema. No AG, as metas estao no processo de
otimizacao de parametros do modelo, enquanto que no PG ¢ possivel de otimizar o modelo
em si, uma vez que as populacoes de possiveis solugoes incorporam programas inteiros
que realmente formam o modelo. Ou seja, enquanto nos AGs sao otimizadas as variaveis
para o problema nas PGs sao otimizados os algoritmos que resolvem o problema.
Embora o PG oferece um aspecto totalmente novo em relacao a formulacao do problema, a
avaliacao da aptidao desses programas continua a ser uma questao importante. Em Spec-
tor e Alpern (1994), um esquema de PG que atuou em uma melodia inicial, realizando
varias operacoes musicais, como retrogrado e de transposicao, produzindo novas melo-
dias (SPECTOR; ALPERN| [1994). Apos este primeiro trabalho, tiveram alguns outros
projetos que utilizaram PGs para criagdo de CMI supervisionada (SPECTOR; ALPERN|
1995; PHON-AMNUAISUK et al., 2007; MANARIS et al., [2007)

3.3 Sintese Sonora

Sintese sonora ¢ a técnica de geracao de som usando equipamentos eletronicos ou
de software, a partir do zero (ROADS, [1996)). O uso mais comum de sintese é musical,

quando os instrumentos eletronicos chamados sintetizadores sao usados na execucao e
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gravacao de miusica. Sintese de som tem muitas aplicacoes, tanto académicas ou artisticas,
e geralmente sao utilizados sintetizadores e métodos de sintese para:
e Gerar timbres interessantes incapazes de serem produzidos acusticamente;
e Recriar ou modelar sons de instrumentos actusticos ou sons do mundo real;
e Facilitar a automagdo de sistemas e processos (exemplo, softwares text-to-speech).
Com o objetivo de facilitar a sintese sonora, foram desenvolvidos hardwares especificos

para este fim, chamados sintetizadores (ROADS, 1996). Na Figura 3.3 tem um exemplo

de um hardware totalmente dedicado a sintese de som.

[ ET=TT——ury

JURPITER-80

Figura 3.3: Sintetizador Roland Jupiter-80. Fonte:(ROLAND...| 2014)

3.3.1 Ondas Sonoras

A definigdo de métrica (acistica) do som é a variagdo em ondas de pressao e densidade
causada pela propagacdo das ondas através de um meio (BALLORA! 2008). Entre cerca
de 25 Hz e 18 kHz, os sistemas auditivos humanos sentem essas ondas, pois fazem o
timpano se mover. Este movimento mecanico é traduzido em sinais eletroquimicos na
coclea (parte auditiva do ouvido interno) como impulsos nervosos, e enviado para a regiao
auditiva do cérebro para analise. As ondas sonoras, sendo a variacdo na pressao de ar
ao longo de um tempo, pode ser representada como uma voltagem variavel ou um fluxo
de dados ao longo de um tempo. Esta é uma representacio de tempo/amplitude’ do
som, também conhecida como a linha de tempo da amplitude. A amplitude representa o
deslocamento molecular causada pelas mudancas na pressao do ar. No dominio digital, a
amplitude é tipicamente representado por um valor entre 1 e -1 em que 1 e -1 representam

amplitudes maximas positivas e negativas do sinal, e 0 representa a amplitude zero.
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3.3.1.1 Aparéncia das Ondas Sonoras

A forma de onda na Figura 3.4 ¢ chamada de onda senoidal. Ondas senoidais podem
ser consideradas blocos de constru¢do fundamentais do som (BALLORA| 2008). A figura
demonstra que a amplitude varia ao longo do tempo, mas que o padrao de variacao se

repete periodicamente. A forma de onda na Figura 3.5 é mais complexa do que a senoidal.

amplitude

\

time(s)

0.001 0002 0003 0004 0.0 0.006 0007

Figura 3.4: Onda Senoidal Simples. Fonte:(BALLORA| [2008)

Ha altos e baixos de diferentes amplitudes, e, embora o padrao se repete ao longo do tempo
é mais dificil de detectar (BALLORA, 2008). Da mesma maneira que uma onda senoidal
se comporta de uma maneira simples e soa simples, essa comporta-se de maneira que o
som possui uma maior complexidade. Por esta razao, sons complexos, detalhados, que
mudam ao longo do tempo, muitas vezes nao tém caracteristicas discerniveis quando se
avalia, nao ha nenhum padrao de repeticao ou comportamento que se pode usar para nos
dizer algo sobre o som. Na Figura 3.6 é dada uma visao de um som ao longo de cerca
de 2 segundos. A partir dessa perspectiva, pode-se perceber a forma geral as mudancas
de amplitude de som ao longo do tempo; em particular, as partes com alta amplitude
podem facilmente ser percebidos, por exemplo, como batidas de tambor, pois aparecem
de repente e caem em amplitude muito rapidamente (BALLORA| [2008). Pode ser muito
dificil dizer qual tipo de instrumento esta sendo utilizado, se esse som foi visto ao longo
do intervalo de poucos milissegundos. A partir disso, pode-se concluir que a perspectivas
do intervalo curto ou longo mostram diferentes tipos de informacoes e que a selecao da

perspectiva correta pode ser crucial para atender as necessidades corretamente.
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Figura 3.5: Onda Senoidal Complexa. Fonte:(BALLORA| 2008)
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Figura 3.6: Onda Senoidal ao Longo de 2 Segundos. Fonte:(BALLORA| 2008))
3.3.1.2 Senoides, Frequéncia e Altura

A onda senoidal tem uma forma perioédica que se repete a cada T segundos, o qual é
conhecido como periodo, ciclo (BALLORA, 2008). A onda também tem uma amplitude
positiva maxima, A, e uma amplitude maxima negativa, —A. A frequéncia, f, de uma
onda senoidal é o namero de ciclos por segundo e é medida em Hertz (Hz). Podemos

obter a frequéncia do comprimento de onda a partir da seguinte equacao:

f=— (3.1)

Além disso, pode-se expressar uma onda senoidal com a seguinte forma matematica (com

angulos em radianos):

p(t) = Asin (?) = Asin(27 ft). (3.2)
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Sendo psicométrico, frequéncias mais elevadas (por exemplo, acima de 1,5 kHz) sdo fre-
quentemente associados com palavras como ’brilho’, enquanto que as frequéncias mais
baixas (por exemplo, abaixo de 200 Hz) sao frequentemente associados com "profundi-
dade"ou "baixo". A faixa intermédia pode ser associado com o termo "calor" (BALLORA|
2008). Por exemplo, um instrumento como uma guitarra elétrica tocada limpa pode ser
chamado de "claro"ou "agudo"enquanto um contrabaixo actstico pode ser referido como
"escuro"ou "grave'. Termos como estes nao sao quantidades objetivas que podemos me-
dir com precisao, mas sao muitas vezes utilizados para descrever o timbre, ou cor de
tom de um som particular. As varias amplitudes de frequéncias presentes em um som, e
sua evolucao ao longo do tempo sao os principais fatores associados ao timbre, e existem
infinitos tons de timbre que pode ser alcancado por meio de combinacoes de diferentes
frequéncias que compoem um som. Na Tabela 3.1 tem uma relacao entre tamanho de

onda, frequéncia e notas na escala padrao ocidental:

Tabela 3.1: Relacao entre Tamanho de Onda, Frequéncia e Notas

Tamanho de Onda(t) Frequéncia (Hz) Nota
156.82 cm 220.0 A3
139.71 cm 246.94 B3
131.87 cm 261.63 C4
117.48 cm 293.66 D4
104.66 cm 329.63 E4
98.79 cm 349.23 F4
88.01 ¢cm 392.0 G4
78.41 cm 440.0 A4

3.3.1.3 Construcao de Senoides

Utilizando a analise de Fourier, ondas senoidais podem ser consideradas as componen-
tes fundamentais do som, uma vez que uma tnica onda senoidal é uma tnica frequéncia

(BALLORA| 2008). Na analise Fourier, combinando senoides de diferentes frequéncia, ap-
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tidao e fase, pode-se recriar o espectro de frequéncia de qualquer som. Da mesma forma,
os sons complexos podem ser analisados em termos de frequéncia, amplitude e fase.

A Figura 3.7 demonstra a soma de duas ondas senoidais. As caracteristicas de ambas as
ondas sao combinadas na forma de onda resultante. Da mesma forma que o som é cons-
truido, é possivel filtrar as duas frequéncias dos componentes do conjunto. Isso geralmente

é feito por meio da andlise da forma de onda no dominio da frequéncia.

Figura 3.7: Soma de Duas Ondas Senoidais. Fonte:(BALLORA| 2008))

Um algoritmo comumente utilizado para a finalidade da sintese sonora, mais especifi-
camente na técnica de sintese aditiva (onde sao adicionadas ondas sonoras para geracao de
timbre) ¢ a chamada FFT (Fast Fourier Transform ou Transformada Réapida de Fourier)
(LOAN, 1992). Esse algoritmo consiste em calcular a Transformada Discreta de Fourier
(DFT) e o seu inverso. A anélise Fourier transforma o tempo (ou espaco) em frequén-
cia, uma FFT calcula rapidamente tais transformacoes fatorando a matriz DFT em uma

matriz esparsa.

3.3.2 Ambientes de Desenvolvimento para Sintese Sonora

A sintese sonora é essencial para se ter um feedback dos resultados obtidos por meio da
CMI. Para que seja possivel essa sintese de uma forma pratica é necessario um ambiente
de desenvolvimento com certas caracteristicas.

Ambientes de desenvolvimento para sintese sonora consistem de uma linguagem de progra-
macao de dudio e um ambiente de usuario para projetar e executar a linguagem. Embora

muitos desses ambientes sao comparaveis em suas habilidades de produzir audio, as suas
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diferencas e especialidades sao o que pode ou nao atrair um usuério.

3.3.2.1 Comparativo entre Ambientes de Desenvolvimento para Sintese So-

nora

Realiza-se uma breve analise comprativa entre os principais ambientes de desenvolvi-

mento livres para sintese sonora.

Tabela 3.2: Relacao entre Tamanho de Onda, Frequéncia e Notas

Ambientes de Desenvolvi- Desenvolvimento do Sistema Linguagens da API Tipo do Sistema
mento em Sintese Sonora

ChucK Instavel (2004) - Estatico
Csound Estavel (1986) C, C++ Estatico
Nsound Instavel (2003) C, C++ Dinamico
Pure Data Estavel (1996) C, C++ Estatico
SuperCollider Estavel (1996) C, C++ Dinamico
Byond Beta (2013) - Estatico

Conforme verificado na Tabela 3.2 é possivel perceber uma pequena vantagem no am-
biente de desenvolvimento SuperCollider.
O SuperCollider ¢ um dos sistemas livres mais estaveis na area de sintese sonora, foi de-
senvolvido por James McCartney em 1996 (SUPERCOLLIDER. .., 2014). Em 2002 foi
atualizado sob a licenca GNU General Public License (GPL). Possui aplicagdes na sin-
tese em tempo real, live coding, composicao algoritmica, pesquisa actustica, entre outras
utilidades.
A partir da versao 3, o ambiente SuperCollider foi dividido em dois componentes: um
servidor, scsynth; e um cliente, sclang. Esses componentes se comunicam usando OSC
(protocolo para sintetizadores de som, computadores e outros dispositivos multimidia em
rede) (SUPERCOLLIDER. . .| 2014).
A linguagem SC combina estrutura orientada a objetos de Smalltalk e caracteristicas de
programacao funcional, com uma sintaxe familiar a C (SUPERCOLLIDER.. .| 2014). A

aplicacao do servidor SC suporta simples plug-in API em C, tornando mais facil a escrita
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de algoritmos eficientes de som. Além de que, devido a todo o controle externo no servidor
acontecer via OSC, é possivel de usa-lo com outras linguagens ou aplicagoes.

O ambiente de desenvolvimento SuperCollider é a escolha para realizagdo da implemen-
tacao do modelo a seguir. Nele é possivel de realizar o passo da sintese sonora da saida

da CMI supervisionada.



37

4 Modelo Desenvolvido

O presente capitulo apresenta a modelagem encontrada para a resolucao do problema.
O modelo consiste em descrever um Algoritmo Cultural (AC) que é aplicado no desen-
volvimento da CMI supervisionada. E consiste também da modelagem musical: fungao

fitness e representagao dos individuos (possiveis solugoes).

4.1 Modelagem do Algoritmo Cultural com Evolucao

Diferencial

O AC tradicional utiliza Algoritmos Genéticos (AGs) como base, porém nessa abor-

dagem ¢é utilizado Evolugao Diferencial (ED). Conforme o descrito no Capitulo 2 utilizar
o ED como base para o modelo serd mais eficaz do que com AG.
As motivagoes para utilizacao de ED no lugar de AG sao diversas. Porém em relacao a
codificacao do individuo do problema, apesar de ele possuir uma codificacao inteira faz
mais sentido utilizar essa estratégia, pois possibilita a utilizacao de individuos de tamanho
maiores do que seria possivel com AGs binarios. Teria também a opcao de se utilizar AGs
para problemas continuos, porém ji se provou que o ED é um algoritmo superior aos AGs
para problemas continuos, além de ser mais eficiente ao percorrer o espago de busca de
um problema complexo (VESTERSTROM; THOMSEN] 2004).

A Figura 4.1 demonstra como funciona o fluxograma do algoritmo.

Nos passos iniciais do algoritmo, uma populagao de individuos (pop) é criada (no
formato que é representado na se¢ao 4.2.3), assim como um espago de crengas (variaveis
utilizadas nos conhecimentos que sao modelados na se¢ao 4.1.1). Em seguida, para a gera-
cao dos filhos, o operador de variacao do ED ¢ influenciado pelo espaco de crencas. Entao
a cada geracao esses filhos gerados sao comparados com os ja existentes. O algoritmo
entao segue o ciclo de comparacgoes até alcangar o critério de parada. Para se determinar

se um filho ¢ melhor do que seu pai, e pode substitui-lo, usam-se as seguintes regras:

e Um individuo viavel (quando cumpre todas as regras) é sempre melhor do que um
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Inicia

Gera Populagdo Inicial

v

Avalia Populagdo Inicial

v

Inicializa o Espago de Crengas

v

4)< Para cada Individuo na Populagéo >(7

Aplica o operador de variagéo influenciado
por uma escolha randdmica de uma fonte de conhecimento

v

Awalia o Filho Gerado

¥

Substitui o Individuo com o Filho, se o Filho for Melhor

Y

Atualiza o espago de crengas com os individuos aceitos

Critério de Parada?

Finaliza

Figura 4.1: Fluxograma do Algoritmo Cultural com Evolugao Diferencial.

Fonte:(BECERRA; COELLO, [2004))
inviavel;
e Se os dois sao vidveis, o individuo com o melhor valor de funcao objetivo é melhor;

e Se ambos forem inviaveis, o individuo com menor quantidade de violagoes de regras

é melhor.

4.1.1 Espaco de Crencgas

No modelo proposto busca-se o maior niimero possivel de conhecimentos para influ-

enciar os individuos, com o objetivo de buscar saber quais os conhecimentos que sao mais
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ou menos importantes em um espaco de crencas.

Nessa abordagem o espago de crengas é dividido em quatro fontes de conhecimento (BE-
CERRA; COELLO, 2004): Conhecimento Situacional (CS), Conhecimento Normativo
(CN), Conhecimento Topografico (CT) e Conhecimento Historico (CH).

4.1.1.1 Conhecimento Situacional

O CS consiste em encontrar o melhor exemplar ao longo do processo evolutivo. Ele
representa um lider para os outros individuos (BECERRA; COELLO) [2004). Os operado-
res de variagao de evolugdo diferencial sdo influenciados da seguinte forma (BECERRA;
COELLO;, 2004))

T ;= Ei + F X (Tip1 — 2ip2), (4.1)

onde ; ; é o operador de variagao da ED (individuo gerado), E; é o i-ésimo componente
do individuo armazenado no conhecimento situacional, F' é o peso diferencial (um valor
definido pelo usuario entre 0 e 2), x;,1 e x;,2 sdo dois individuos escolhidos aleatoria-
mente. Desta forma, usa-se o lider, em vez de um individuo escolhido aleatoriamente
para a recombinacao, recebendo os filhos para mais perto do melhor ponto encontrado. A
atualizacao do conhecimento situacional é realizada por meio da substituicao do individuo
armazenado, F, pelo melhor individuo encontrado na populacao atual, x,,en0-, apenas se

Tmethor for melhor do que E.

4.1.1.2 Conhecimento Normativo

O CN contém os intervalos para as variaveis de decisao onde as boas solucoes tém sido
encontradas, a fim de alcangar novas solugoes em relagao a esses intervalos (BECERRA;
COELLO) 2004). Assim, o conhecimento normativo tem a estrutura mostrada na Figura

4.2. Na Figura 4.2, l; e u; sao os limites inferior e superior, respectivamente, para a

I 1| 1 200" In il
o o e o e e

Figura 4.2: Estrutura do Conhecimento Normativo

i-ésima variavel de decisao, e L; e U; sao os valores da funcao de fitness associada com

aquele intervalo. Além disso, o conhecimento normativo inclui um fator de escala, dm;,
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para influenciar o operador de mutacao adotado na evolucao diferencial. A expressao a

seguir mostra a influéncia do conhecimento normativo sobre os operadores de variagao

(BECERRA; COELLO), 2004):

Tipy + F X [Ty — i o se Tjr3 < ;
/
€T. . =
J Tips — F X |21 — 240 se Tjr3 > U
1 -
Tirs + ujmj X F X (2501 — Tip2) senao

\

onde z; ; é o operador de variagdo da ED (individuo gerado), F' é o peso diferencial (um
valor definido pelo usuario entre 0 e 2), x;,1, T;s2 € ;3 sdo trés individuos escolhidos
aleatoriamente. A atualizacao do conhecimento normativo pode reduzir ou ampliar os
intervalos armazenados nele. Uma expansao ocorre quando os individuos aceitos nao
encaixam no intervalo atual, enquanto que a reducao ocorre quando todos os individuos
aceitos estao dentro do intervalo atual e os valores extremos tém uma aptidao melhor e
sao viaveis. Os valores dm; sao atualizados com a maior diferenca |z;,1 — x; 2| encontrada

durante a aplicacao dos operadores de variacao da geracao inferior.

4.1.1.3 Conhecimento Topografico

A utilidade do CT é criar um mapa da paisagem do fitness do problema durante o
processo evolutivo (BECERRA; COELLO;, 2004). O CT é composto por um conjunto de
células, e o melhor individuo encontrado em cada célula. O conhecimento topografico,
também, tem uma lista ordenada das melhores b células, com base no valor da aptidao do
melhor individuo em cada uma delas. Por causa de um gerenciamento de memoria mais
eficiente, na presenca de alta dimensionalidade (ou seja, muitas variaveis de decisao), usa-
se uma estrutura espacial de dados, chamada arvore k-d, ou arvore binaria k-dimensional.
Em arvores k-d, cada n6 pode ter apenas dois filhos (ou nenhum, se é um né folha),
e representa uma divisdao ao meio de qualquer uma das dimensoes (ver Figura 4.3). A
fun¢ao de influéncia tenta mover os filhos para qualquer das b células na lista (BECERRA;

COELLO], [2004):
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Tirs + F X |Tip1 — T o se Tirg < lic

b Tiy3 — F X | i1 — T o S€ Tjr3 > Ujc

Tirs3 + F x (xwl — xiJ‘Q) senao

onde [; . e u; . sao os limites inferior e superior da célula, escolhidos aleatoriamente
a partir da lista das melhores células, x;; é o operador de variagao da ED (individuo
gerado), F' é o peso diferencial (um valor definido pelo usuario entre 0 e 2), x;,1, ;2
e x;r3 sao trés individuos escolhidos aleatoriamente. A funcao de atualizacao divide um
n6 se nao for encontrada uma solucao melhor na célula, e se a arvore nao atingiu a sua
profundidade maxima. A dimensao em que a divisao é feita, é aquela que tem uma maior
diferenca entre a solugdo armazenada e a nova solugao de referéncia (isto é, a nova solugao

considerada como a "melhor"encontrada até agora).

Figura 4.3: Exemplo de Particiao de dois Espacos Dimensionais por Arvore k-d

4.1.1.4 Conhecimento Historico

Essa fonte de conhecimento foi originalmente proposta para fungoes objetivo dina-
micas (BECERRA; COELLO, 2004). O CH armazena o conhecimento em uma lista, a
localizacao do melhor individuo encontrado antes de cada mudanca. Essa lista tem um
tamanho maximo. A estrutura do CH é mostrada na Figura 4.4, onde e; é o melhor indi-
viduo encontrado antes da i-ésima geragao mudar, ds; é a distancia média das alteragoes
de parametros, i, e dr; é a direcao média se houver mudancas de parametros, i. Se uma

solucao permanecer como a melhor durante as tltimas geracoes, sabe-se que esta preso
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em um Otimo local.

day|dao|---|dsn
diry|dra|-- - |dra

Figura 4.4: Estrutura do Conhecimento Historico

A expressao da fungao de influéncia do CH é a seguinte (BECERRA; COELLO), 2004)):

Tiey +dri X F X |Tip — xipo|  serand(0,1) < «
/ p—
g = Tie, + % X (Tir1 — Tiy2) se rand(0,1) <
rand(lb;, ub;) senao

\

onde z;; ¢ o operador de variagao da ED (individuo gerado), F' ¢ o peso diferencial
(um valor definido pelo usuério entre 0 e 2), x;,1 € x;,2 sdo dois individuos escolhidos
aleatoriamente, z;. ¢ a t-ésima varidvel de decisao dos melhores e, anteriores armaze-
nados na lista do conhecimento historico, dm; é a diferenga méxima da i-ésima variavel,
armazenada no CN, [b; e ub; sao os limites inferior e superior da variavel x;, dada como
entrada para o problema, rand(a,b) é um nimero aleatorio entre a e b. « e 3 sdo valores
entre 0 e 1 definido pelo usuério.

Para atualizar o CH, pode-se adicionar & lista quaisquer 6timos locais encontrados du-
rante o processo evolutivo. Se a lista alcancou o seu comprimento maximo w, o elemento
mais antigo é descartado. As distancias médias e dire¢oes de variagao sao calculadas por
(BECERRA; COELLO, [2004)

-1
. szzl ’xi,Ekﬂ—zi,ek

w—1

ds; (4.2)

Y

w—1
dr; = sgn ( Z SGN(Tiep,, — $zek)> : (4.3)

k=1

onde ds; é a distancia média e dr; é a direcao de variacao.
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4.1.2 Funcao de Aceitacao

O numero de individuos aceitos para a atualizacao do espaco de crenca é calculado de
acordo com o desenho de uma funcao dinamica. O ntimero de individuos aceitos diminui,
enquanto aumenta o niumero da geragao (BECERRA; COELLO, 2004). Na fungao de
aceitagao é preciso redefinir o nimero de individuos aceitos quando a melhor nao mudou

nas ultimas p geragoes. Obtém-se o nimero de individuos aceitos, ngeeiro, COM a seguinte

expressao (BECERRA; COELLO), 2004))

(1 —pc) x pop

Naceitos = PC X pop + (44)

onde pc é um parametro dado pelo usuério, entre (0,1). Recomenda-se usar 0,2. pop é
o tamanho da populacao e g é o contador de geracao, mas é redefinida para 1 quando a

melhor solucao nao mudou nas tltimas p geracgoes.

4.1.3 Funcgao de Influéncia Principal

A funcao de influéncia principal é responsavel por escolher a fonte de conhecimento
para ser aplicada ao operador de variacao do ED (BECERRA; COELLO, 2004)). No inicio,
todas as fontes de conhecimento tem a mesma probabilidade de de ser aplicada, pcs = i,
pois sao 4 fontes de conhecimento. Mas durante o processo evolucionario, a probabilidade

da fonte de conhecimento ks é aplicada como (BECERRA; COELLO, 2004))

v
peps = 0.1+ 0625 (4.5)

v
onde v s20 as vezes que um individuo gerado pela fonte de conhecimento ks substitui
seu pai na geracao atual, e v sdo as vezes que um individuo gerado (por uma fonte de
conhecimento) substitui seu pai na geragao atual. O limite inferior do valor pc é de 0.1,
para garantir que qualquer fonte de conhecimento tenha sempre probabilidade > 0 em ser

aplicada. Se v = 0 durante uma geracao, pcgs = %,como no inicio.

4.2 Modelagem da Composi¢cao Musical Inteligente

A modelagem da CMI supervisionada é realizada da seguinte forma:
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e Definir a base matematica utilizada para a fun¢ao de objetivo (adaptacao);
e Definir a funcao de objetivo e todos os atributos que a envolvem;

e Definir a representacao genética dos individuos.

Essas defini¢oes sao realizadas a seguir.

4.2.1 Distancia da Compressao Normalizada

A procura por uma métrica universal tem sido realizada a muito tempo, um dos ob-
jetivos principais das teorias que envolvem clustering (ALFONSECA et al.l 2006]). Com
a avaliabilidade de tal métrica seria possivel de se aplicar o mesmo algoritmo em diversos
problemas relacionados com clustering, tais como, classificacao de musica, textos, sequén-
cia de genes, entre outros.

Em particular, algoritmos evolucionarios precisam definir funcoes de fitness para com-
parar individuos diferentes, para simular a evolucao, e classificar eles de acordo com seu
grau de adaptagao no ambiente (ALFONSECA et al., [2007)).

Em diversos casos, as funcoes fitness computam a distancia entre cada individuo ao ob-
jetivo desejado (CILIBRASI et al., 2003). Supondo que se quer gerar uma composi¢ao
que se assemelhe a uma sinfonia de Mozart; nessa situacao, pode-se medir um fitness
natural: um individuo tem um alto fitness se compartilha muitas caracteristicas com um
(ou mais) das sinfonias de Mozart. O problema é como selecionar essas caracteristicas e
suas respectivas métricas.

Existe uma métrica de semelhanca universal que resume todas as possiveis caracteristi-
cas: distancia da compressao normalizada. Ela é universal no sentido que, quando alguma
métrica mede uma pequena distancia entre dois objetos dados, a distancia da compressao
normalizada também mede uma pequena distancia entre os mesmos dois objetos; dessa
forma, essa se torna uma métrica tao boa quanto qualquer outra métrica computével
(DALHOUM et al., 2008). A distancia da informacao normalizada é matematicamente

definida como
max{K (xz|y), K(y|z)}
max{k(x), K(y)}

onde K(z|y) é a condicional da complexidade de Kolmogorov da string x dada a string

d(z,y) = (4.6)

y, cujo valor seria o comprimento do programa mais curto, no qual quando rodasse como

entrada a string y, tivesse como saida a string . K(x) é o caso degenerado K(z|\),
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onde A é a string vazia. Infelizmente, ambas as complexidades condicionais e incondicio-
nais sao funcoes incomputaveis. Uma estimativa computavel da distancia da informacao
normalizada é apresentada como

R _ C(zy) —min{C(x),C(y)}
W) = = @), Oy}

onde C(x) é o tamanho obtido por z comprimido pelo compressor C, e zy é a concate-

(4.7)

nacao de x e y. Sendo que o compressor C foi implementado utilizando o algoritmo de

compressao LZ77.

4.2.2 Funcao Objetivo

O esquema do algoritmo proposto inclui um passo de pré-processamento feito da

seguinte forma (ALFONSECA et al., 2006):

e Uma ou mais pecas musicais sao selecionadas como alvos ou guias para a geracao

musical: Q = {w;};
e Os individuos na populacao sao codificados da mesma forma que o conjunto guia;

e A seguinte funcao objetivo é usada

25\21 CZ(I, wi)

fx) = N : (4.8)

onde d(z,y) foi definido na equacio (4.7). Maximizando f(z) (minimizando a soma
das distancias), é esperado que maximize o nimero de caracteristicas compartilhadas
pelo individuos envolvidos com o conjunto guia. Por exemplo, se {2 fosse um conjunto
de sinfonias de Mozart, um individuo com o menor valor de funcao objetivo deve se

assemelhar com uma sinfonia de Mozart.

4.2.3 Representacao Genética

Uma melodia pode ser vista como uma sequéncia de notas individuais e pausas. Essas
notas individuais tém propriedades que definem como uma determinada nota deve ser

tocada. As seguintes propriedades sao usadas nessa representagao:

e Altura: A altura determina quais notas serao tocadas. Possiveis valores sao C, D,

E, F, G, A, B e todas as possiveis variantes usando sustenidos (#) e bemois (b);
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e QOitava: A oitava determina em qual oitava certa nota é tocada. Um piano tem sete

oitavas;

e Duracao: A duracdo determina por quanto tempo uma certa nota é tocada. Possiveis

valores sao nota inteira, % de nota, % de, % de nota, = de nota, & de nota ou 6%1 de

> 16 ’ 32

nota.

As notas possuem outras propriedades além dessas. Velocidade, por exemplo, indica
quao forte a nota é tocada. Porém, essas propriedades nao serao consideradas.
Uma solu¢ao no espaco de busca para geracao de melodia consiste de notas individuais.
Uma solucao é representada por um cromossomo com ntmero fixo de genes. Os genes
no cromossomo representam as notas individuais e pausas, cada um com suas proprias
caracteristicas. Uma nota pode ser representada por um gene composto de um ou trés
inteiros. Quando for representado por apenas um inteiro, este inteiro corresponde a altura
da nota, quando for representado por trés inteiros eles correspondem a altura, oitava e

duracao. Cada gene é descrito em maiores detalhes.

4.2.3.1 Altura

A altura pode ser representada como um nimero de 1 ao 12. Como existem doze
semitons em uma oitava, cada semitom pode ser representado por um ntmero entre 1 e

12. Na Tabela 4.1 sao mapeadas as notas.

4.2.3.2 Oitava

Uma oitava pode ser representada por um ntmero no qual um certa nota é tocada.
A oitava é indicada do nimero 1 ao 7, onde 1 representa a oitava mais baixa no teclado

do piano e 7 a mais alta.

4.2.3.3 Duracao

A duracao pode ser representada por um nimero entre 1 e 7. Na Tabela 4.2 sao

mapeadas as duragoes.
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Tabela 4.1: Mapeamento da Altura das Notas

Valor Altura da Nota
1 C (Do)
2 C# ou Db
3 D (Ré)
4 D+# ou Eb
5 E (Mi)

6 F (Fa)
7 F# ou Gb
8 G (Sol)
9 G+ ou Ab
10 A (L&)
11 A# ou Bb
12 B (Si)
0 pausa

4.2.3.4 Representacao de Percussao

Da mesma forma que a melodia, a percussao é composta por notas individuais e
pausas, porém essa notacao é feita de um modo diferenciado. Utilizando a notacao da
partitura de bateria, a percussdo possui apenas duas propriedades: duragao (cuja notagao
¢ a mesma que na melodia) e pega da bateria (consiste em qual pega serd tocada). Na

Tabela 4.3 sao mapeadas as pecas de bateria, sendo elas do niimero 1 ao 13:

Nessa modelagem conforme serd visto no Capitulo 5, foi realizado testes apenas com
a codificacao da altura das notas, deixando a questao de adicionar os outros elementos

para trabalhos futuros.
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Tabela 4.2: Mapeamento da Duracao das Notas

Valor Duragao da Nota
1 Nota inteira
2 % da nota
3 % da nota
4 % da nota
5 % da nota
6 %2 da nota
7 6%1 da nota
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Tabela 4.3: Mapeamento das Pecas de Bateria

Valor Peca de Bateria
1 Caixa
2 Bumbo
3 Chimbal com baqueta
4 Prato de condugao
5 Prato de ataque
6 Tom-tom médio
7 Tom-tom menor
8 Surdo
9 Segundo bumbo
10 Aro da caixa
11 Campana
12 Chimbal com pedal
13 Prato chinés
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5 Experimentos, Resultados e Analises

Nesta secao sao realizados diversos experimentos em algumas condigoes pré-definidas,
com objetivo de validar o modelo desenvolvido. Para cada teste existe duas formas de
anélise: pelo grafico de convergéncia e pelo melhor individuo gerado. O grafico de conver-
géncia que consiste dos valores dos melhores e da média de cada geracao, ¢ obtido apés o
término de um determinado ntimero de execucoes do algoritmo, ao final de cada execucao
¢ gerado um individuo melhor.

Todos os experimentos foram realizados em um computador com processador Intel Core
2 Duo 2.00 GHz e 4 GB de memoéria RAM, rodando no sistema operacional Microsoft
Windows 7. A aplicacao foi desenvolvida utilizando a linguagem de programacao C. Os
algoritmos utilizados nos testes sdo: Evolugao Diferencial (ED) e o Algoritmo Cultural

(AC) modelado.

5.1 Evolucao Diferencial

A ED conforme descrita no Capitulo 2 é um algoritmo que cria novos individuos
a partir dos ja existentes utilizando de diversas estratégias matematicas. Existe uma
convengao para nomeacao de suas estratégias dado o seguinte modelo: ED/x/y/z. Onde
x indica uma cadeia de caracteres de um vetor (individuo) que sera alterado. O y ¢ o
numero de novos vetores que serao formados a partir de um individuo da geracao anterior.
E o z é o método de crossover, se ele sera exponencial (exp) ou binomial (bin).
Os parametros de entrada para o ED sao F' e CR. O F é uma constante utilizada para
a criacao do novo individuo, nela ¢ atribuida normalmente um valor entre 0,5 e 1, nos
testes foram utilizados o valor de 0,75 conforme recomendado na literatura. O segundo
parametro é a fator de crossover (C'R), esse parametro influencia diretamente no nimero
de novos individuos que serao gerados em uma geragao, sao atribuidos valores entre 0
e 1, nos testes foram utilizados o valor 0,5 conforme recomendado na literatura. Foram
realizados testes com as duas estratégias de ED mais comuns na literatura, a rand/1/bin
e a best/1/bin, e uma terceira estratégia, a rand — to — best/1/exp, a qual foi possivel

obter o melhor resultado entre os EDs (STORN; PRICE] |1995).
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5.2 Algoritmo Cultural Modelado

O AC desenvolvido conforme detalhado no Capitulo 4, utiliza o ED como base para
seu desenvolvimento, logo ele utiliza os mesmos valores para F' e CR. Ele é implementado
em cima da estratégia de ED que obteve melhor desempenho nos testes (conforme sera
mostrado a seguir), a ED/rand — to — best/1/exp. No entanto o AC possui espagos de
crencas que irao ajudar a guiar a evolucao melhorando assim a convergéncia e o desem-
penho do ED.

Os parametros de entrada adicionais do AC estao diretamente ligados ao espago de crencas
e as funcgoes de aceitacao e influéncia descritos no capitulo 4. O primeiro parametro é o
fator de aceitagdo (pc), é o atributo que esta diretamente ligado ao nimero de individuos
que serao aceitos a cada geracao do algoritmo, esse parametro tem valor 0,2. O segundo
parametro é o contador de geragdo para zerar a contagem de geragao (g) que esta inclusa
na funcao de aceitacao, foi definido através de testes um valor de 5 para esse parametro.
O terceiro parametro é o tamanho da lista do conhecimento histérico, definido através de
testes como 10. Os quarto e quinto parametros sao os valores a e 8 sao utilizados para
para escolhas aleatérias do o conhecimento historico, definidos na literatura como 0,45
(BECERRA; COELLO, 2004).

Durante a implementacao do AC foi verificado que apenas trés dos quatro conhecimentos
descritos na modelagem faziam sentido para a evolucao do problema. O conhecimento
topografico sugere um conhecimento a mais sobre o espaco de busca quando nao se tem ele
bem definido. Porém no problema de Composi¢do Musical Inteligente (CMI) esse espago
de busca estd bem definido e nao sofre alteracoes. Com isso os testes se resumem aos

conhecimentos situacional, normativo e histérico.

5.3 Composicao Musical Inteligente

Nos testes sao realizados cinco execugoes dos algoritmos com aproximadamente um
milhao de avaliacoes da funcao em cada execucao. Para se chegar a esse nimero de
avaliacoes foi necessario um nimero de dez mil geragoes utilizando o padrao da literatura
de cem individuos em cada geracdo. Os dois tltimos parametros do algoritmo sao o
numero de varidveis e as quantidades de guias musicais incluidas na funcao objetivo para

a evolucao dos individuos. Foram realizados testes com dois e cinco guias.



5.4 Estudo de Caso 52

A escolha de realizar testes com dois guias foi de exatamente conseguir encontrar de forma
simples os padroes dos individuos que foram gerados ao final do algoritmo. Com dois guias
o tamanho deles e dos individuos sao de 50 variaveis, sendo que cada variavel corresponde
a altura de uma nota musical conforme a codificacao definida na modelagem no Capitulo
4. A escolha de cinco guias é exatamente para testar como a fun¢ao objetivo se comporta
ao se ampliar a complexidade de comparagao dos individuos com os guias.

Se a codificacao for apenas da altura da nota, para que seja possivel que duas ou mais
pecas sejam guias na evolucao é necessirio que ao menos elas sejam da mesma escala
musical, isso para que as notas geradas ao final dos algoritmo nao sejam dissonantes. Se a
codificacao for a tripla de altura, oitava e duragao além das pecas serem da mesma escala,
devem estar também na mesma formula de compasso para que as duragoes (ritmo) fagam

sentido ao final da evolucao.

5.4 FEstudo de Caso

Este estudo de caso aborda conceitos estilisticos e de técnicas composicionais da mu-
sica erudita minimalista (CERVO, [1999)). O Minimalismo musical surgiu na década de 60
nos Estados Unidos por meio de seus quatro pais fundadores: La Monte Young (1935-),
Terry Riley (1935-), Steve Reich (1936-) e Philip Glass (1937-), é um dos movimentos
estéticos mais significativos dos tltimos quarenta anos. Esse estilo musical influenciou
grande parte da musica poés-moderna e da misica pop recente como por exemplo o new
age e o world music, principalmente por causa de sua simplicidade em comparacao com

outros estilos eruditos. O minimalismo possui as seguintes caracteristicas marcantes:

e Estrutura formal continua: nas obras minimalistas nao existem mudancas abruptas
melodicas ou ritmicas. As linhas melodicas se sofrem mudancas, sao mudancas
graduais praticamente imperceptiveis, criando um sentido de continuidade ou de

ciclo.

e Repeticoes de padroes ritmicos e melddicos: devido a estrutura formal continua,
nao existem linhas melodicas que criam sentido de inicio e fim. Tanto a melodia

quando o ritmo sugerem repetigoes de padroes.
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Como guia para a evolucao, sao utilizadas duas pecas de natureza minimalista: Struggle
for Pleasure do compositor Wim Mertens e Truman Sleeps do compositor Philip Glass.

Nesse estudo ambas as pecas se encontram na escala de FA4 menor (Fm) com a formula
de compasso 4/4. Foram retiradas melodias com cinquenta notas em ambas as pecas, a
decisao de utilizar esse niimero de notas foi de forma comparativa com outros trabalhos
relacionados. Na peca Struggle for Pleasure foi retirada a melodia presente do compasso
1 ao 12, na peca Truman Sleeps foi retirada a melodia presente do compasso 1 ao 7. Os
trechos melodicos de ambas as musicas sugerem as duas caracteristicas tanto no sentido de

continuidade, quanto a repeticao de padroes. Ao final da evolucao, buscam-se individuos

que se enquadrem nessas mesmas caracteristicas.

5.4.1 Melodias Codificadas

e (Guia 1 - Partitura:

Struggle for pleasure

J:m Wim Mertens

fi | - 1 1 .

o J'! | — 1 _-_1_i_l —_—

\.'..t-a, e t}— = = : = !
RNAT - = | i .

[ .__ — — <_ ¥ —

E——

Figura 5.1: Wim Mertens - Struggle for Pleasure
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e Guia 1 - Codificacao Musical:
C,F,Ab,F,F,Db,F,Ab,C.,F,Ab,Bb,Eb,G,Eb Eb,Eb,Ab,Db,F,C,C,
F,Ab,F.F.Db,F,Ab,C,F,Ab,Bb,Eb,G,Eb,Eb.Eb Bb,F.Ab,F F . F Bb,Eb,G,Eb,Eb,Eb

e Guia 1 - Codificagao Inteira:
1,6,9,6,6,2,6,9,1,6,9,11,4,8,4,4,4,9,2/6,1,1,6,9,6,6,
2,6,9,1,6,9,11,4,8.4,4,4,11,6,9,6,6,6,11,4,8.4,4 4

o (Guia 2 - Partitura:

Truman Sleeps

Philip Glass
= 5hd =
Moderato, poco rubato
£ 1.
F TIEh o
ﬁbb\'ﬂd - b L_J -
L
e
Piano mp I
o 2T L* o P . P _ . _ - .
CH | e = | o = | > = > = s = > = =
N e e e e e e e
%
s 1,
A BGP - -
¥ F
ol
e/
o B L* o o T o o ® L* o - .
N 1 1 o = | o ™ | o ™ - - P = =
e e e e e e e e e - e i i F.'-'IF! i i

Figura 5.2: Philip Glass - Truman Sleeps

e Guia 2 - Codificacao Musical:
F,Ab,C,F,Ab,C,F,Ab,F,Ab,Db,F,Ab,Db,F,Ab,Eb,Ab,C,Eb,Ab,C,
Eb,Ab,E,G,CE,G,C,E,G,F,Ab,C,F,Ab,C,F,Ab,F,Ab,Db,F,Ab,Db,F,Ab,Eb,Ab

e Guia 2 - Codificagao Inteira:
6,9,1,6,9,1,6,9,6,9,2,6,9,2,6,9,4,9,1,4,9,1,4,9,5,8,1,
5,8,1,5,8,6,9,1,6,9,1,6,9,6,9,2,6,9,2,6,9,4,9
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Para os testes com 5 guias foi codificado mais trés melodias de cinquenta notas. Duas
melodias da Struggle for Pleasure que estao localizadas do compasso 27 ao 30. E o dltimo

guia é um melodia da musica Truman Sleeps que se encontra do compasso 9 ao 34.

e Guia 3 - Codificagao Inteira:
9,1,9,1,9,1,9,1,9,1,9,1,9,1,9,1,9,2,9,2,9,2,9,2,9,1,9,
1,9,1,9,1,8,1,8,1,8,1,8,1,8,1,8,1,8,1,8,1,6,1

e Guia 4 - Codificagao Inteira:
6,1,6,1,6,1,6,1,6,1,6,1,6,1,6,1,6,2,6,2,6,2,6,2,6,1,6,
1,6,1,6,1,4,11,4,11,4,11,4,11,4,11,4,11,4,11,4,11,2,9

e Guia 5 - Codificagao Inteira:
6,8,9,11,1,2,1,1,6,8,9,11,1,2,4,5,9,8,6,6,4,5,9,8,6,6,1,
1,6,8,9,11,1,2,1,1,6,8,9,11,1,2,4,5,6,6,6,6,5,5

5.5 Experimentos

As anélises dos experimentos sao realizadas com base nos graficos de convergéncia,
em que é verificado o comportamento de cada algoritmo ou estratégia através do melhor
individuo e da média de individuos a cada geragao, quanto menor o valor da funcao ob-
jetivo melhor o individuo.

Primeiramente, antes de realizar qualquer andlise dos algoritmos foi realizado um teste de
validagao da funcao objetivo, utilizando o AC modelado. Utilizando apenas um guia de
50 variaveis com apenas uma nota C(1), deveria ser possivel se chegar ao final da execugao
com o melhor individuo igual ao guia. Na Figura 5.3 esta o grafico de convergéncia desse
teste.

Algo que é possivel de perceber claramente com esse grafico é que nao é necessario que
a funcao objetivo chegue ao 0 para que encontre o valor 6timo da fungao. Nesse caso o
valor 6timo foi de 0,176471. Gerando entao o individuo igual ao guia com 50 variaveis de

valor 1, validando assim a funcao objetivo.
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Fungio Objetivo

Algoritmo Cultural - Altura da Nota
1 Guia- 1 Execucao - 50 Variaveis - 100 Individuos - 10000 Geracdes
1.2
1
0.8

0.6 e [TEIOT
e IR
0,4

0.2

0
PELLIPLLICPSPLELLESS

Geracgies

Figura 5.3: Teste de Validacao da Funcao Objetivo

5.5.1 Estratégias da Evolugao Diferencial

Foi realizado comparagoes entre trés estratégias de EDs para se encontrar a melhor

estratégia que serd usada como parametro de comparacao com o AC desenvolvido neste

trabalho. A seguir na Figura 5.4 é mostrado o grafico de convergéncia de uma execucao

da estratégia ED /best/1/bin.

Fungao Objetivo

Evolucdo Diferencial (best/1/bin) - Altura da Nota

2 Guias - 1 Execucao - 50 Variaveis - 100 Individuos - 10000 Geracoes

1.2
—
0.8
0.6 = melhor
= media
0.4
0,2

0
SELPEPLEICLSEEELLESS

Geragbes

Figura 5.4: Grafico de Convergéncia do ED /best/1/bin

Claramente pode-se perceber que nessa estratégia o algoritmo teve dificuldade para

evoluir, estagnando-se no mesmo valor de funcao objetivo do melhor individuo de 0,770833

a partir da geracao 6213. Essa ¢ uma fun¢ao objetivo muito aquém do que se busca como

resultado para o problema. Ao final da evolucao, foi gerado o seguinte individuo em co-
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dificacao inteira:

9;6:4:8;10;2;11;8;4;4;4:9;1;6;10;6;4;8;10;2;2;9;5;
8:1:9:8;1;2:3:8:6:9:4:9:;1;4;9;1;6;9;6;6;2:1:1:4:2:3;8

Pode-se perceber que nesse individuo que foi gerado, existem notas que nao fazem parte
das guias e que estao fora da escala de FA4 menor (Fm), por exemplo, A(10), D(3). Além
de que nao é possivel perceber qualquer caracteristica estilistica da musica minimalista
nessa melodia.

Um segundo teste foi realizado com a estratégia ED/rand/1/bin. Na Figura 5.5 ¢ mos-

trado o seu grafico de convergéncia para uma execugao.

Evolucao Diferencial (rand/1/bin) - Altura da Nota

2 Guias - 1 Execucao - 50 Variaveis - 100 Individuos - 10000 Geracoes

1.2
1
M

0.8
% 06 = melhor
] — média
2 04
£
Z 02

0
PESESTEFESEFF L ESEF FF S

Geragbes

Figura 5.5: Grafico de Convergéncia do ED/rand/1/bin - 2 Guias

Com essa estratégia se obteve uma evolucao de forma mais continua do que a anterior,
porém o resultado foi pior do que a anterior. O melhor individuo encontrado alcangou a
funcao objetivo de 0,789474, gerando a seguinte melodia:
4:1;11;4:8:11;3;1;11:3:0;0:8;6;0;6;9;1;6;9;6:9:2;
10;0;11;4;8;4:4;1;11;4;8;11;3;1;11;3;0;0:8;6;9;2:6;0;6;9; 1
Esse individuo gerado tem caracteristicas interessantes, pois ele possui repeticoes conforme
caracteristica da musica minimalista. Mas existem as mesmas duas notas que nao fazem
parte da escala de Fm, D(3) e A(10).

Entao foi realizado o teste com uma terceira estratégia, ED/rand — to — best/1/exp. A
seguir a Figura 5.6 esta grafico de convergéncia para cinco execugoes dessa estratégia.
Conforme verificado no grafico, com essa estratégia a evolugao foi muito interessante,

pode-se perceber uma evolugdo continua até praticamente o final das geracdes. Nessas
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Evolugao Diferencial (rand-to-best/1/exp) - Altura da Nota

2 Guias - 5 Execucdes - 50 Variaveis - 100 Individuos - 10000 Geracoes
1,2

1

. \
06 e [TEIOT

e IR
0.4

Fungio Objetivo

0,2

0
r&‘}o@@@@m@'ﬁ@éﬁ @@bﬁd}@@é@&@é‘@«@m@@@ 0;@0099

Geracgies
Figura 5.6: Gréafico de Convergéncia do ED /rand — to — best/1/exp

cinco execucoes, o melhor individuo encontrado possui a fungao objetivo de 0,511905,
sendo que a média dos melhores individuos gerados foi de 0,5240894 e o desvio padrao
de 0,0079342033. Por esse 6timo desempenho que essa foi a estratégia escolhida para ser
o ED base para o AC desenvolvido. O melhor individuo gerado apos as cinco execugoes
possui a seguinte caracteristica:

11;6;9;6;6;6;9;4;9:1;4;11:4;8;4:4;4;9;2;6;9;1;6;9;
6;6;2;6:9;1;6;9;6:9;2;6;9;2:6;9:4;9;1:4;9:5;8;1;5;8

Esse individuo gerado possui padroes de repeticoes curtas tipicas da musica minimalista,
mesmo que com notas diferentes. Por exemplo o padrao melodico da nota 2 até a 6 é o
mesmo que o da 13 até a 17, além de que todas as notas pertencem a escala de Fm ou

estao nos guias.

5.5.2 Conhecimentos do Algoritmo Cultural Modelado

Foram realizados quatro testes para o AC desenvolvido. O primeiro deles é apenas

utilizando o conhecimento Situacional. A Figura 5.7 mostra o grafico de convergéncia
desse teste.
Somente com o conhecimento Situacional, foi possivel de obter um resultado bom, porém
ainda inferior ao melhor ED, o melhor individuo gerado possui a func¢ao objetivo de 0,5125,
com média dos melhores individuos de 0,5330502 e um desvio padrao de 0,0309965324. O
melhor individuo gerado foi:

9:2:6;9;1;6:9:6:6:6;11;4;8;4;4:4:9:2:6;9;4;9;1;4;9;
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Algoritmo Culiural (Situacional) - Aliura da Nota

2 Guias - 5 Execucdes - 50 Variaveis - 100 Individuos - 10000 Geracoes

1.2

1

“-BX
% 0.6 — mielhor
ol — média
o 04
il
5 02

0
R e

Geracgies
Figura 5.7: Grafico de Convergéncia do AC Situacional

2;6;9;2;6;9:4;9:1;4;1:5;8:6;9:4;9;1:4;9;5:8;1:5;8
O segundo teste foi apenas utilizando o conhecimento Normativo. A Figura 5.8 mostra o

grafico de convergéncia desse teste.

Algoritmo Cultural (Normativo) - Altura da Nota

2 Guias - 5 Execucoes - 50 Variaveis - 100 Individuos - 10000 Geracoes
1.2
1

0.6

e mi2lhiOT

i
0,4

0.2

Fungao Objetiva

0
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Geragbes

Figura 5.8: Grafico de Convergéncia do AC Normativo

Somente com o conhecimento Normativo, foi possivel de obter um resultado muito bom,
e superior ao melhor ED, o melhor individuo gerado possui a funcao objetivo de 0,486842,
com média dos melhores individuos de 0,5148256 e um desvio padrao de 0,0225761724. O
melhor individuo gerado foi:

6:;11;4;8:4:4:4:9;2:6:9;1;6:9:6;9:1:6:9;1,6;9:6;9;
1:6:9:1:4:9:5:8;1;5;8;1:5:8;4:4:4:9:2:6,9;4;9;1;6;9

O terceiro teste foi apenas utilizando o conhecimento Historico. A Figura 5.9 mostra o

grafico de convergéncia desse teste.
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Algoritmo Cultura (Histérico) - Altura da Nota
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Figura 5.9: Grafico de Convergéncia do AC Historico

Somente com o conhecimento Histérico, foi possivel de obter um resultado ligeiramente
superior ao melhor ED, o melhor individuo gerado possui a fun¢ao objetivo de 0,5, com
média dos melhores individuos de 0,5151436 e um desvio padrao de 0,0110832144. O
melhor individuo gerado foi:

4:8:4:4:4:9:2:6:9:4:9:1;4;9;5;8;1;5:8:1:5:8:;6;11;
4:8;4:4;4;9;2;6;9;1:6;9;6;9;1;6;6;9;1;6;9;6;9;2:6;9

E o teste final do AC desenvolvido, com os trés conhecimentos implementados. A Figura
5.10 mostra o grafico de convergéncia desse teste.

Com o AC desenvolvido foi possivel de obter os melhores individuos e a melhor média,

Algoritmo Cultural - Altura da Nota

2 Guias - 5 Execucdes - 50 Variaveis - 100 Individuos - 10000 Geracoes

1.2

1

0.8
% 0.6 = melhor
ol — média
S 04
B,
5 02

0
PELPEPLEICPSPLEPLESS

Geragies

Figura 5.10: Grafico de Convergéncia do AC Modelado - 2 Guias

apesar de que o desvio padrao dele ainda é inferior a melhor estratégia do ED. O melhor

individuo encontrado foi de valor 0,472973, com média de 0,5068178 e desvio padrao de
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0,0305867758. O melhor individuo encontrado, possui a seguinte melodia:
9:2:6;9;1;6;9:1:6:9;1;6;9;6;6;6;11:4:8:4:4;4;9;2:6;
9:1;6;9;1;6:9:1:6:9:6;9;2;6;9;4;9;5;8;1:5:8;1:5;8

E possivel de perceber claramente nesse individuo as caracteristicas de ambos os guias,
repeticoes melodicas curtas e bem definidas formando um estilo de composicao minima-
lista totalmente dentro da escala definida de F& menor (Fm).

Foram realizados também dois testes com 5 guias. O primeiro utilizando o a melhor es-
tratégia do ED, conforme mostra a Figura 5.11.

O melhor individuo encontrado foi de valor 0,768421, com média de 0,783166 e desvio

Evolucao Diferencial (rand-to-best/1/exp) - Altura da Nota

5 Guias - 5 Execucdes - 50 Variaveis - 100 Individuos - 10000 Geracoes
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Figura 5.11: Gréfico de Convergéncia do ED/rand/1/bin - 5 Guias

padrao de 0,0111958602. O melhor individuo encontrado, possui a seguinte melodia:
1:6;2;659;4;9;1;4:9;5;8;1;1;6;9;6;6;6;9;1:6;9;
6;6;6;11;4:8;4:4;4:9:2;6;9;1;6;9;6;6;6;11:4:8;4;4:8;1;1

E o segundo teste utilizando o AC desenvolvido nesse trabalho. A gréafico de convergéncia
estd na Figura 5.12.

Com o AC desenvolvido foi possivel de obter os melhores resultados do que com o ED,
o desvio padrao encontrado . O melhor individuo encontrado foi de valor 0,761111, com
média de 0,7663956 e desvio padrao de 0,0052408163, foi o melhor desvio padrao entre
todos os testes realizados. O melhor individuo encontrado, possui a seguinte melodia:
6;9;8;1;1;6;1:6:2:6;9;1,6;9;8;1;1;6;9;6;6:2:6:9;
1:6;9:8;1:1;6;1;6:1;6;2;6;9;4:9;1:4;9;1;4:9:5;8;1;1;

Os testes realizados com cinco guias demonstram que quanto maior o nimero de guias,

mais dificil é de se encontrar um um individuo 6timo, devido a complexidade em encontrar
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Algoritmo Cultural - Altura da Nota
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Figura 5.12: Grafico de Convergéncia do AC Modelado - 5 Guias

um padrao comum a todos os guias.

5.6 Analise de Resultados

Na Tabela 5.1 sao estao sumarizados todos os resultados dos testes que forma rele-

vantes:
Tabela 5.1: Comparativo de Resultados
Algoritmo Melhor Individuo Meédia Desvio Padrao
ED/rand — to — best/1/exp - 2 Guias 0,511905 0,5240894 0,0079342033
AC (Situacional) - 2 Guias 0,5125 0,5330502 0,0309965324
AC (Normativo) - 2 Guias 0,486842 0,5148256 0,0225761724
AC (Historico) - 2 Guias 0,5 0,5151436 0,0110832144
AC Modelado - 2 Guias 0,472973 0,5068178 0,0305867758
ED/rand — to — best/1/exp- 5 Guias 0,768421 0,783166 0,0111958602
AC Modelado - 5 Guias 0,761111 0,7663956 0,0052408163

Com base na tabela comparativa é possivel perceber claramente que o AC desenvol-

vido é melhor do que o melhor resultado de ED encontrado para esse problema de CMI.
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Pois tanto com 2 ou 5 guias é possivel de obter um melhor individuo e uma melhor média
de individuos.
A seguir nas Figuras 5.13 e 5.14 estao dois graficos de caixa comparando os melhores

resultados de AC e ED.

Comparativo AC e ED
2 Guias

0,58
0,56
0,54 |
0,52
0,5 ‘
0,48
0,46
0,44
0,42
0,4

Fungdo Ohjetivo

—AC —ED
Figura 5.13: Grafico de Caixa para Comparacao entre AC e ED - 2 Guias

Para a configuracao de 2 guias o AC obteve resultados ligeiramente melhores do que
o ED, em média e a maioria dos individuos gerados no AC conseguem ser melhores do
que o ED.

Para a configuracao de 5 guias o AC obteve melhores resultados do que o ED em pra-

Comparativo AC e ED

5 Guias

0,8
0,79 ‘
0,78
0,77 | ‘
0,76 |

0,75

0,74

0,73

Fungdo Ohjetivo

—AC ——ED

Figura 5.14: Grafico de Caixa para Comparagao entre AC e ED - 5 Guias

ticamente todos os testes realizados, mostrando assim que quanto mais a complexidade

maior ¢é a diferenca de desempenho entre os algoritmos.
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Nas Figuras 5.15 e 5.16 estao na notacao de partitura as melodias dos melhores individuos
dos dois algoritmos com 2 guias (do compasso 1 ao 7) e com 5 guias (do compasso 8 ao
14). Esses melodias foram escritas dentro de uma mesma oitava e todas as notas com a

mesma duracao, para que fosse possivel analisar melhor a melodia.
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Figura 5.15: Individuos Gerados pelo ED - 2 e 5 Guias

Pode-se perceber em ambos os trechos melédicos as caracteristicas da miusica mini-
malista, principalmente nas melodias geradas por 2 guias. A estrutura formal continua
e melodias repetidas ¢ percebida claramente nos 5 primeiros compassos do melodia ge-
rado pelo AC desenvolvido. A sequéncia da linha melédica sofre pequenas alteracdes no
compasso, a melodia presente no compasso 1 e 2 sao repetidos da mesma forma nos com-
passos 3, 4 e 5. Porém se for analisar as melodias presentes no compasso 2 e 3, percebe-se

a mesma logica de sequéncia de notas, porém com notas diferentes.
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Figura 5.16: Individuos Gerados pelo AC Modelado - 2 e 5 Guias
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6 Conclusao

Na pesquisa relacionada com Algoritmos Culturais (ACs), pode-se verificar uma ten-
déncia em se utilizar apenas os Conhecimentos Normativos (CN) e Situacionais (CS). A
justificativa para isso ocorrer é de que sao considerados pela maior parte dos pesquisadores
os conhecimentos mais importantes no espaco de crencas. Na pesquisa sobre Composicao
Musical Inteligente (CMI) supervisionada, pode-se perceber uma dificuldade em encontrar
modelos bem embasados matematicamente, a maioria dos trabalhos tentam modelar as
equacoes com base na teoria musical, o que demonstra nao ser tao eficaz quando se quer
definir um modelo geral de composicao inteligente.

Na modelagem, foi encontrado um AC integrado com Evolugao Diferencial (ED) com o
objetivo de buscar novas alternativas ao AC tradicional, que utiliza Algoritmo Genético.
Na parte musical, foi modelado uma func¢ao objetivo com base na equacao da distancia da
compressao normalizada, sendo possivel encontrar métricas genéricas para a composicao
inteligente. Sendo possivel a compor estilos melddicos bem definidos através das guias da
evolugao.

Esse trabalho foi apenas um primeiro passo na utilizacao de algoritmos culturais para
geracao de miusica inteligente e supervisionada. Pode-se validar nos testes que ele é um
algoritmo evolutivo interessante para essa aplicacao. Sendo que o principal diferencial é
o conhecimento normativo e o conhecimento historico.

No normativo, com o ajuste dos limites laterais, diminui a perda de recursos com variaveis
que nao nunca serao um bom resultado, olhando para a questao musical isso é de grande
importancia, dado que certas notas jamais serao tocadas em uma determinada escala mu-
sical. Conseguindo encontrar resultados melhores de forma mais rapida.

Com o histérico de indices dos melhores individuos da geragao, a evolucao segue um ritmo
visionario, o algoritmo consegue prever onde é possivel encontrar um bom individuo, fa-
zendo com que quando o algoritmo produz um novo individuo, faca sempre as melhores
escolhas para crossover.

A escolha da evolucgao diferencial também foi importante nesse trabalho, pois se tratando
de individuos que sao trechos melodicos uma alteracao ou mudanca de ordem das notas

pode estar criando um individuo melhor ou pior do que o anterior. Percebe-se que o ED é
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uma implementacao tipica para problemas continuos e o problema descrito nesse trabalho
é facilmente codificado de forma discreta, porém a forma de codificacdo do individuo é
totalmente problemética em algoritmos evolutivos discretos, pois os individuos possuem
uma quantidade consideravel de variaveis e transformar essas variaveis para binario é in-
viavel comprometendo a aplicacao. Logo a escolha do ED foi a melhor opcao obtida.

Os resultados obtidos pelo AC proposto foram plausiveis para a evolugdao de melodias se-
paradamente. O algoritmo conseguiu encontrar os padroes das guias gerando um melodia
totalmente nova e com o mesmo estilo das guias. Trabalhos futuros naturais a esse ¢ de
tentar evoluir juntamente com a melodia, o ritmo e a harmonia das misicas. A inclusao
desses elementos envolve um estudo aprofundado de teoria e harmonia musical. Outros
trabalhos que poderiam ser feitos é de testar novos algoritmos evolutivos para a mesma

funcao objetivo e comparé-los com a modelagem realizada nesse trabalho.
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